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### Objetivo

#### 1.1 Objetivo general

Diseñar e implementar un prototipo de sistema P2P (peer-to-peer) para compartición de archivos distribuida y descentralizada donde cada nodo (peer) exponga microservicios que permitan: registro y consulta del índice de archivos, descubrimiento de recursos en la red y ejecución de transferencias simuladas (ECO/DUMMY), utilizando REST API y gRPC como middlewares de comunicación.

#### 1.2 objetivos específicos

1. Implementar la lógica de un peer con módulos servidor (PServidor) y cliente (PCliente) que puedan: publicar su índice de archivos, responder consultas de localización y ejecutar endpoints ECO/DUMMY de upload y download.
2. Definir y documentar una arquitectura P2P no estructurada basada en servidor(es) de directorio/localización (con posibilidad de variantes) y las interacciones entre peers usando REST y gRPC.
3. Garantizar concurrencia en los microservicios del PServidor para soportar múltiples solicitudes simultáneas.
4. Diseñar el formato del archivo de configuración y el procedimiento de bootstrap para arranque dinámico del peer.
5. Desplegar y probar la solución en entorno local y contenerizada (Docker), y documentar pruebas con al menos tres peers interactuando entre sí.
6. Entregar documentación técnica y un video que demuestren el diseño, la implementación y las pruebas.

### Marco teorico

A continuación, se presentan breves definiciones de conceptos claves para entender el proyecto, su arquitectura y sus diferentes componentes a la hora de su implementación, ejecucion y funcionamiento:

#### **Redes P2P**

Las redes peer-to-peer (P2P) constituyen una arquitectura distribuida en la que todos los nodos, conocidos como peers, tienen las mismas funciones y derechos dentro del sistema. A diferencia de los modelos cliente-servidor tradicionales, en los que existe un servidor central encargado de gestionar los recursos, en una red P2P los nodos actúan simultáneamente como clientes y servidores, lo que permite que cada uno aporte y consuma información directamente de otros. Esta descentralización favorece la escalabilidad y la tolerancia a fallos, ya que la red puede seguir operando incluso si un número de peers se desconecta. Sin embargo, también presenta retos importantes en cuanto al descubrimiento de recursos, la coordinación de los nodos y la eficiencia en la propagación de consultas.

#### **Redes P2P no estructuradas y estructuradas**

Las redes P2P no estructuradas se caracterizan porque los peers establecen conexiones de manera aleatoria o arbitraria. Esto permite una gran flexibilidad y simplicidad en la implementación, aunque la búsqueda de recursos puede resultar costosa en términos de mensajes debido a que suele recurrirse a técnicas de inundación o directorios centralizados de localización. En contraste, las redes P2P estructuradas emplean mecanismos como las Tablas Hash Distribuidas (DHT), que asignan claves a nodos específicos mediante algoritmos de hashing. Este enfoque mejora la eficiencia en la búsqueda y recuperación de recursos, aunque requiere mayor coordinación para mantener la estructura de la red. En el proyecto se adoptará una red P2P no estructurada con directorios de localización, dado que su simplicidad facilita la construcción del prototipo.

#### **Microservicios**

El enfoque de microservicios es un paradigma de diseño de software que busca dividir un sistema complejo en servicios pequeños, independientes y especializados en una única tarea. Cada microservicio se ejecuta como un proceso autónomo, con su propia lógica y datos, y se comunica con los demás mediante interfaces bien definidas, generalmente a través de protocolos de red ligeros como HTTP o gRPC. Esta arquitectura ofrece ventajas como la escalabilidad independiente de cada componente, la facilidad de despliegue y la tolerancia a fallos localizados. En el contexto del sistema P2P, la adopción de microservicios permite separar funciones críticas como la consulta de archivos, la localización de recursos y la simulación de carga y descarga (ECO/DUMMY), favoreciendo un diseño modular y mantenible.

#### **REST y gRPC**

REST (Representational State Transfer) es un estilo arquitectónico que define principios para la construcción de servicios web a través de operaciones HTTP estándar como GET, POST, PUT y DELETE. Se caracteriza por su simplicidad, amplia adopción y facilidad de integración, ya que los mensajes suelen intercambiarse en formato JSON. Por otro lado, gRPC es un framework de comunicación de alto rendimiento que utiliza HTTP/2 como protocolo de transporte y Protocol Buffers (Protobuf) como lenguaje de serialización. gRPC permite llamadas a procedimientos remotos (RPC) de forma eficiente, soportando transmisión en streaming y comunicación bidireccional. En este proyecto, REST se utilizará principalmente para el descubrimiento de peers y la consulta de índices de archivos, mientras que gRPC se empleará en los servicios que requieran mayor eficiencia o en la simulación de transferencia de datos.

#### **Concurrencia en PServidor**

La concurrencia es un aspecto fundamental en sistemas distribuidos que buscan atender múltiples solicitudes de manera simultánea. En un servidor P2P, la concurrencia permite que diferentes peers puedan consultar recursos o solicitar servicios al mismo tiempo sin que se bloquee la ejecución de otros procesos. Esto puede lograrse mediante múltiples enfoques, como el uso de hilos, procesos, programación asíncrona o goroutines, dependiendo del lenguaje de implementación. Garantizar la concurrencia en los microservicios asegura la escalabilidad del sistema y una experiencia fluida para los usuarios, además de permitir pruebas de carga que validen la capacidad del sistema frente a varios clientes concurrentes.

#### **Archivo de configuración y bootstrap**

Cada peer requiere un archivo de configuración para iniciar de forma dinámica, lo que se conoce como bootstrap. Este archivo define parámetros esenciales como la dirección IP de escucha, el puerto asociado al middleware, el directorio de archivos a indexar y las direcciones de peers amigos (titular y suplente). Durante el proceso de arranque, el peer utiliza esta información para registrarse en la red, anunciar sus recursos y solicitar información de otros nodos disponibles. La existencia de un peer suplente permite tolerancia a fallos en caso de que el titular no esté disponible, garantizando la resiliencia del sistema.

#### **Índice de archivos**

El índice de archivos es una estructura de datos que describe los recursos disponibles en un peer. Cada entrada del índice contiene atributos como el nombre del archivo, su tamaño, fecha de última modificación y la URL o URI donde puede ser accedido dentro del nodo. Este índice no transfiere los archivos en sí, sino que sirve como catálogo consultable que permite localizar qué peer posee un recurso determinado. Gracias a este mecanismo, los peers pueden intercambiar consultas de manera rápida sin necesidad de transmitir contenido pesado.

#### **Servicios ECO/DUMMY**

Los servicios ECO/DUMMY corresponden a endpoints de prueba que simulan la transferencia de archivos en el sistema. Aunque no se envían archivos reales, estos servicios permiten validar que las llamadas entre peers funcionan de manera adecuada y que la lógica de carga y descarga puede ejecutarse. En términos prácticos, un servicio ECO podría devolver un mensaje de confirmación al peer solicitante, mientras que un servicio DUMMY podría generar datos ficticios que emulen una descarga. Este tipo de servicios son esenciales en prototipos, ya que permiten comprobar la comunicación y los flujos de interacción sin necesidad de manejar volúmenes de datos reales.

#### **Seguridad y consideraciones operativas**

La seguridad es un aspecto crítico en cualquier sistema distribuido. Aunque el presente proyecto es de carácter académico y no requiere mecanismos avanzados, resulta conveniente considerar prácticas básicas como el aislamiento del directorio compartido para evitar exponer archivos sensibles del sistema, el uso de tokens simples de autenticación para controlar el acceso a los microservicios y la implementación de timeouts para gestionar fallos en la comunicación. En un entorno real, estos mecanismos se complementarían con el uso de TLS/HTTPS, autenticación robusta y políticas de autorización más estrictas, lo cual garantizaría tanto la integridad como la confidencialidad de la información compartida.

#### **Despliegue en contenedores**

El uso de contenedores como Docker facilita la portabilidad, el aislamiento y la reproducibilidad del sistema. Cada peer puede ejecutarse dentro de un contenedor independiente que incluye todos sus microservicios, bibliotecas y dependencias. Esto permite desplegar fácilmente múltiples peers en una misma máquina mediante Docker Compose o en entornos distribuidos como AWS Academy. El despliegue en contenedores asegura que las pruebas puedan replicarse en distintos entornos sin alterar el comportamiento del sistema, lo que refuerza la confiabilidad del prototipo desarrollado.

### Descripción del servicio y problema abordado

El presente proyecto busca dar solución al problema del intercambio de archivos en entornos distribuidos sin depender de un servidor centralizado. En los sistemas tradicionales cliente-servidor, los usuarios dependen de un único punto de control para almacenar, gestionar y distribuir la información, lo que genera limitaciones de escalabilidad, riesgo de fallos críticos y concentración de recursos en una sola entidad. Estas limitaciones se hacen evidentes en escenarios donde múltiples usuarios desean compartir recursos entre sí de manera descentralizada, con tolerancia a fallos y flexibilidad para unirse o retirarse de la red sin afectar su funcionamiento global.

El servicio propuesto se implementa bajo un modelo de red P2P en el cual cada nodo actúa tanto como proveedor como consumidor de recursos. Cada peer mantiene un índice de los archivos disponibles en un directorio local configurable y lo pone a disposición de otros peers mediante microservicios expuestos a través de dos middlewares complementarios: REST y gRPC. El primero facilita las consultas de descubrimiento y localización de archivos, mientras que el segundo optimiza la interacción mediante llamadas a procedimientos remotos de mayor eficiencia. Este diseño permite que cualquier nodo de la red pueda solicitar información sobre los archivos compartidos y recibir referencias hacia el peer que posee el recurso deseado.

La arquitectura planteada no contempla en esta versión la transferencia real de archivos, sino que implementa servicios simulados de carga y descarga, denominados ECO y DUMMY. Estos servicios cumplen la función de validar la correcta comunicación entre nodos y demostrar la factibilidad del modelo de compartición distribuida. De esta manera, se resuelve el problema de interacción entre procesos distribuidos sin necesidad de transferir grandes volúmenes de datos, garantizando que el sistema sea más sencillo de probar, desplegar y documentar en un entorno académico.

El problema abordado se centra entonces en cómo diseñar un sistema distribuido que permita el descubrimiento de recursos y la interacción entre procesos autónomos, manteniendo la descentralización propia de las redes P2P. Este enfoque atiende tanto a necesidades técnicas como a aprendizajes académicos, pues fomenta la comprensión de conceptos fundamentales de arquitecturas de sistemas distribuidos, uso de microservicios, concurrencia, protocolos de comunicación y despliegue en entornos virtualizados. Al resolver este problema mediante el prototipo planteado, se ofrece una base sólida para escalar en versiones futuras hacia la transferencia real de archivos y la incorporación de mecanismos más avanzados de seguridad, persistencia y sincronización.

### Arquitectura del sistema y diagramas

#### 4.1 Arquitectura

##### **1. Componentes principales**

1. Peer (nodo):  
    Cada peer se compone de:
   1. PServidor: conjunto de microservicios que exponen funcionalidades al resto de la red.
   2. PCliente: módulo cliente encargado de consumir servicios de otros peers.
2. Archivo de configuración (Bootstrap):  
    Define parámetros de inicio del peer: IP, puerto(s), directorio de archivos compartidos, peer amigo titular y suplente.

##### **2. Microservicios del PServidor**

1. Servicio de Localización (REST):  
    Permite registrar al peer en la red e intercambiar información con un peer amigo (titular o suplente). Facilita la consulta de peers disponibles.
2. Servicio de Consulta de Índice (REST):  
    Expone el listado de archivos locales del peer, incluyendo su URI/URL de acceso.
3. Servicio de Descarga Simulada (gRPC – DUMMY Download):  
    Atiende solicitudes de descarga devolviendo un flujo de datos ficticio o un eco de confirmación.
4. Servicio de Carga Simulada (gRPC – DUMMY Upload):  
    Recibe solicitudes de carga de archivo y devuelve confirmaciones o datos simulados.

##### **3. Módulo PCliente**

El PCliente es el componente que habilita a cada peer para interactuar con la red y consumir los servicios expuestos por otros peers. Sus principales responsabilidades son:

1. Consulta de índice remoto: permite solicitar a otro peer su listado de archivos disponibles a través de un endpoint REST.
2. Localización de recursos: consulta al peer amigo titular o suplente para identificar en qué nodo se encuentra un archivo específico.
3. Invocación de servicios DUMMY: establece comunicación vía gRPC con un peer remoto para simular operaciones de descarga o carga de un archivo.
4. Gestión de fallos: si un peer no responde, reintenta con el suplente o marca el recurso como no disponible, asegurando tolerancia a fallos en la red.

##### **4. Interacciones entre componentes**

##### **5. Middleware y protocolos (Especificaciones de API REST y gRPC)**

#### 4.2 Diagramas